Taking a new look at looking at nothing
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A crucial question in cognitive science is how linguistic and visual information are integrated. Previous research has shown that eye movements to objects in the visual environment are locked to linguistic input. More surprisingly, listeners fixate on now-empty regions that had previously been occupied by relevant objects. This ‘looking at nothing’ phenomenon has been linked to the claim that the visual system constructs sparse representations of the external world and relies on saccades and fixations to extract information in a just-in-time manner. Our model provides a different explanation: based on recent work in visual cognition and memory, it assumes that the visual system creates and stores detailed internal memory representations, and that looking at nothing facilitates retrieval of those representations.

Looking at nothing

Normally, we look at things in the surrounding environment [1–4], but recent work using the eye movement monitoring technique has demonstrated that people will also sometimes look at nothing: that is, they will fixate on a blank location if a relevant visual stimulus had previously occupied that region of space [5–8]. Our shorthand phrase for this phenomenon will be ‘looking at nothing’. Looking at nothing is of considerable interest to researchers in psycholinguistics, visual cognition and eye movement control because it lies at the interface of these different areas of cognitive science. Moreover, looking at nothing is likely to reveal fundamental aspects of the basic memory processes that take place during encoding and retrieval of information from multiple modalities, including speech, the environment, the behaviour of conversational partners and so on. The finding that people look at nothing is also consistent with our intuition that we tend to look at empty locations when we refer to an object that used to be present there. For example, when we mention something someone said, we might point to the chair in which the person previously was sitting.

Here, we discuss the looking at nothing phenomenon and use it to motivate a cognitive architecture for the integration of visual, spatial, linguistic and conceptual information. One important feature of our account is that it challenges the idea that internal representations of the visual world are sparse, amounting to little more than spatial indexes for directing eye movements to objects in the external world. This view has been invoked in past explanations of looking at nothing [5,6,8]. However, recent work in visual cognition indicates that the memory system actually creates quite detailed internal memory representations of the external world [9–11], so that information about objects, their specific visual properties and their locations are bound in a coherent memory representation. In addition, because of the tight relationship between encoding and retrieval [12–17], activation of any feature of this internal representation facilitates retrieval of the other features. We conclude that the reason people look at nothing is that re-activation of memory representations drives the eyes to previously viewed locations, and those looks to blank regions enhance subsequent memory retrieval.

Evidence that we look at nothing

There are now several independent demonstrations of looking at nothing, but we focus mainly on the two earliest reports because they have had an important influence on the way the phenomenon is currently viewed. Richardson and Spivey [6] arranged four unique faces in a 2x2 grid on a computer monitor, and each face articulated a different factual statement. After the fourth statement, the faces disappeared. Participants then heard a statement referring to one of the four facts, and their task was to say whether the statement was true. Eye movements were monitored throughout the experiment. Richardson and Spivey [6] found that people tended to look at the empty cell previously occupied by the ‘fact-teller’ when verifying that particular fact. To rule out the possibility that participants simply linked faces and facts, Richardson and Spivey [6] conducted a follow-up experiment using identical spinning crosses rather than faces. These stimuli yielded essentially the same pattern of results, indicating that the fact and the spatial information associated with the location from which the fact emanated were linked. However, they also observed that participants’ accuracy on the fact-verification task was no higher when participants looked at the relevant cell during fact recall, a finding that led them to argue against retrieval-based accounts of looking at nothing. Richardson and Spivey [6] argued that if looking at nothing were a type of contextual memory effect, accuracy would have been higher when people looked at the previously occupied location.

A similar lack of memory facilitation was found in a related and more recent study [8]. Participants watched while a computer-animated animal apparently burrowed underground and then emerged to state a fact. The animal then either burrowed and reappeared in a way that implied
it was the same animal (continuity condition) or its burrowing behaviour implied the appearance of a second but physically identical animal (two-animal condition). In the continuity condition, participants tended to fixate on both the original and new position of the animal; but in the two-animal condition, participants ignored the second position (i.e. the second animal), presumably because it was unconnected to the spoken fact. In both cases, the animal was no longer physically present, so the participants in the continuity condition were actually looking at a blank screen. The authors [8] argued that these results provide support for the use of an object-based attentional mechanism that enables the external world to be consulted when information must be retrieved. In addition, like Richardson and Spivey [6], the authors [8] found no link between memory accuracy and looks to the relevant blank locations.

Altmann [5] also studied looking at nothing, but he used a rather different paradigm. His previous work with Kamide and colleagues [18,19] had shown that participants look at objects as they are mentioned in spoken sentences. To investigate whether people look at blank regions previously occupied by relevant objects, participants first saw an arrangement of four objects (e.g. a man, a woman, a cake and a newspaper) for five seconds, and then the entire display went blank. After one second, a spoken sentence was presented (i.e. ‘the man will eat the cake’), and the trial ended five seconds later. Eye movements were monitored throughout. Altmann [5] observed that as the subject of the sentence was spoken, participants looked at the location in the blank display previously occupied by that subject (e.g. the place where the man had been). Participants simply listened to the sentences without performing any extraneous task, and memory for sentence content was not assessed. Thus, this study does not tell us about the relationship between looking at nothing and accuracy of memory retrieval. What it does clearly demonstrate is a tight link between speech and eye movements to objects no longer present but related to the content of the utterances (see Ref. [20]).

Other investigators have reported related results. For example, during reading, readers answering questions about previously read text will tend to move their eyes back to the location in the text containing the answer, even when the text is no longer visible [21] (but see Ref. [22]). Johansson et al. [7] asked participants to view scenes while listening to a verbal description. When participants later described the scene from memory, their eye movements were found to be similar to the pattern executed during encoding of the scene. This tendency persisted even in complete darkness; that is, in an environment in which there was no real visual information at all, so participants were looking at nothing. Laeng and Teodorescu [23] found that scan patterns made by participants when they imagined a stimulus they had previously viewed essentially under ‘blank screen’ conditions were similar to those executed during encoding of the stimulus. They also observed that similarity in eye movement patterns from encoding to imagery predicted memory accuracy (contrary to Refs [6,8]), thus indicating that the eye movements made during the imagery task, which is basically a blank screen, were functional and not just a by-product of performing the task.

Why look at nothing? A representational theory of the integration of vision and language

We propose that looking at nothing reflects something important about the nature of mental representations. Specifically, it reflects the existence of an integrated memory representation derived from visual and linguistic input [26,27]. Later, when part of an integrated representation is reactivated, the other parts are retrieved as well. This, in turn, causes the eyes to move to the location in which the item originally appeared. Moreover, returning the eyes to the former location of an object improves memory for all the information associated with that object [9,10,23], including any concepts or propositions conveyed linguistically. In this view, looking is both a consequence of the integrated representation, and serves to facilitate retrieval of further information from it. These ideas are represented in Figure 1.

To see how this might work, imagine that two people are embedded in a visual world such as the one shown in Figure 1c, and one of them says ‘We hailed a taxi yesterday but no one would stop’. The utterance and the visual world together contribute to the formation of an integrated representation. Some aspects of the integrated representation are formed directly from the input (indicated with red lines). For example, the utterance leads to the direct formation of linguistic representations (including lexical meaning, syntax and prosody) in addition to conceptual representations (e.g. the word ‘taxi’ activates the corresponding concept). The visual world leads directly to the activation of conceptual representations too, but not linguistic representations. Unlike the utterance, the visual world generates visual representations (e.g. object shapes, colour, size and orientation) and leads to the creation of spatial location indexes [28–32] which can later be used to direct eye movements to relevant objects [11].
The blue lines in Figure 1 indicate inter-connections among internal representations. For example, an episodically related conceptual representation is associated with the corresponding visual representation (e.g. the concept ‘taxicab’ is associated with information about what the relevant taxi looked like). In this way, the word ‘taxi’ might later activate the corresponding stored visual representation of the taxi that was viewed in the same context. Figure 1 depicts all internal representations as interconnected. Thus, the experience of hearing the sentence ‘We hailed a taxi...’ and seeing the street scene, leads to an integrated representation containing visual, conceptual, linguistic and spatial location information. Retrieval of any piece of this representation facilitates retrieval of the other pieces [12,13,17]. If the word ‘taxi’ were later presented, it would lead to the retrieval of information about the sentence, the visual properties of the image, the concepts associated with both and the locations of the objects. Our theory also predicts that simply moving the eyes to the location occupied previously by, say, the taxi will activate the other information as well. As a result, looking at the empty location will facilitate memory for both the scene and the utterance content.

Our proposal of an integrated multi-modal memory representation is related to the idea of event files [33], which is in turn related to the original idea of object files [34] (see also Refs [35–37]). Object files are integrated perceptual and conceptual representations that contain an episodic trace indexed by spatio-temporal information. There is substantial evidence that retrieval from memory is facilitated when spatio-temporal continuity or relative location is maintained [33–37]. We extend this notion with the proposal that during spoken language comprehension, people create a bound and integrated representation from visual and linguistic input, and that because of principles such as encoding specificity and possibly also re-enactment, retrieval for one part of this representation is facilitated when another part is reinstated [12,38]. Thus, eye movements to the appropriate region of the blank screen are made because an integrated representation was formed during encoding, and when it is time to retrieve information about some part of the stimulus, retrieval is made easier if spatial information matches. The eyes move to where the object was both as a cause and as a consequence of memory retrieval.

Evidence for integrated representations: recent work in visual cognition
The integrated representation theory assumes that people form detailed internal representations of the external world. However, this idea runs counter to the view that ‘the world is its own memory’ [24,25,39,40]. The earliest demonstrations of ‘change blindness’ were taken as evidence for this notion. These studies show that people can be insensitive to large visual changes to objects right in front of their eyes [41–43]. Additional support for the idea that the visual system relies only on spatial pointers to external objects but does not represent the objects themselves [39], came from research using a block copying task [44]. People tended to look at one block to encode a relevant feature such as colour, then look again to encode location, and so on, indicating that they did not form a memory.

Figure 1. Model of the integration of visual and linguistic information in memory. Part (a) represents the mental world. The clouds are for different types of representations the cognitive system can form. Visual representations are formed from visual features; linguistic representations are formed from words and utterances; conceptual representations are pre-stored in memory, and correspond to our knowledge of concepts and categories; and spatial location representations are formed from visual input, and indicate the locations of objects in the visual world. Part (b) represents a spoken utterance – in this case, ‘We hailed a taxi...’. Part (c) shows the visual environment in which the interlocutors were embedded when the utterance was produced.
representation containing information about multiple features (see also Ref. [45]).

However, the notion that the cognitive system does not construct internal representations of the visual world has recently been undermined [10,11,46,47]. It is now clear that people do, in fact, encode and retain a great deal of information about the objects on which they fixate [9–11]. Even more compelling are studies showing that participants retain detailed information in their long-term memory about objects that they are not intentionally trying to encode or remember [48,49]. People do sometimes adopt strategies in block-copying [45,50] or scene-comparison tasks [45] that seem to involve encoding just one object or even one visual feature at a time, but this is because of strategic decisions to minimize working memory load rather than an inability of the cognitive architecture to retain an internal representation [51,11].

Finally, we believe there is a serious problem with the ‘world as its own memory’ account of looking at nothing when it involves spoken language. The problem is that the world cannot serve as its own memory for ‘auditory’ information. That is, the ‘visual’ world can be re-sampled with fixations because objects in the environment tend to stay put. However, if you hear an utterance and then move your eyes to the location from which it emanated, you will not succeed in recreating the stimulus. The eye movements, then, must be useful for reactivating an ‘internal’ representation of the utterance, as our model assumes. In our view, looking to a location will facilitate retrieval of auditory information from memory, and, therefore, looking at nothing might facilitate memory for spoken linguistic content.

As mentioned at the beginning of this article, several studies show a relationship between eye movements and memory performance. For example, Laeng and Teodorescu [23] found that similarity in scan paths from an encoding condition to a blank-screen imagery condition predicted memory accuracy from the encoding condition. Several studies in the change blindness literature have shown that change detection is facilitated when the eyes spontaneously return to the changed region compared to when they do not [9,42]. This latter effect has also been found when attention is directed to the changed region via an attentional cue [10,52]. The previously mentioned object and event file literatures show facilitated memory retrieval when the retrieved information comes from the same location or the same object if its location is updated via motion [33–37]. Thus, there is considerable evidence in the literature that attending to and looking at a location facilitates retrieval of information which had occupied that location.

The theory summarized in Figure 1 assumes that when memory is probed, spatial indexes are retrieved and the activation of those spatial indexes increases the probability of an eye movement to the corresponding spatial location. Recent studies show that memory for object information is enhanced when an object is probed in its original spatial location. Hollingsworth [52] compared memory for an object previously viewed within a scene when the object was tested in the same or in a different scene location. He found that people were more accurate at remembering both the specific details of the object and its orientation when the object at test was presented in its original location in the scene. These results are consistent with other studies, demonstrating that attending to a region in a real-world scene facilitates retrieval of previously encoded information from that region [53,54]. It, therefore, seems that memory for objects and their properties is enhanced when spatial information at encoding, and at test, match. These findings, thus, support a fundamental assumption of our view: integrated representations including spatial indexes are naturally formed during scene processing. In a situation in which a person listens to speech in the context of a relevant scene, information from the utterance, the objects in the scene and the location of those objects are all likely to be part of such bound memory representations. Therefore, making eye movements to a now empty region that was previously occupied by a relevant object will facilitate memory performance because the location information is linked to utterance and scene content.

Given our account, why did Richardson and Spivey [6] not find better memory performance for fixated empty cells? We believe their null effect was probably because of an item selection artefact. In the Richardson and Spivey [6] experiments, trials were sorted post hoc into fixate-on-correct-square versus fixate-on-incorrect-square categories. This procedure does not control for item difficulty across the two fixation ‘conditions’, and so it is possible (in fact, quite likely) that facts which were more difficult to verify triggered more saccades to the location linked to the fact than did facts which were easy to verify. This would lead people to make fixations to the empty regions more often for the difficult items, and less often for the easier ones. However, it would still be true that the more difficult items are more difficult, and so accuracy might still be lower for them. Thus, the null effect associated with looking or not looking at the right empty square could be the result of two offsetting tendencies: looking at the correct empty square helps performance; but those same items are more difficult, which depresses performance. A similar explanation can account for the lack of correlation between looking behaviour and memory performance in Hoover and Richardson [8].

Looking at nothing links the internal and external worlds

The initial creation of a representation including spatial codes leads to future looks when an object is re-mentioned. Looking at nothing facilitates memory retrieval for other information associated with that location, including visual details and linguistic content. Moreover, the mechanism that leads to facilitated memory when one looks at a previously occupied location – namely, the existence of an integrated representation in which multiple features including location have been encoded – also generates the looks in the first place. In this view, when a location containing an object is initially attended to and fixated, its features are bound together in an integrated trace. When some part of that trace is later cued, the rest of the trace is retrieved including spatial information, which drives the eyes back to that location. An additional
consequence of having created a bound representation is that once the look takes place, the location then serves as an additional retrieval cue that further facilitates access of additional aspects of the original trace. At times, there might even be an intentional component to this looking behaviour: people could learn that attending to locations facilitates memory retrieval, and then use that knowledge to strategically enhance memory by re-fixating previously occupied locations. However, whether the looks are intentional or are unconsciously triggered, the conclusion is the same: looking at nothing is an entirely expected consequence of human cognitive architecture (Box 1).
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